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YOU RECALL from the first of our
two articles concerning clinical decision
analysis1 that your patient is a middle\x=req-\
aged man with heart failure from an

idiopathic dilated cardiomyopathy. You
are trying to decide whether to recom-
mend anticoagulation with warfarin to
prevent systemic or pulmonary throm-
boembolism. Your literature search
showed that no randomized clinical tri-
als of warfarin for this use have been
published. The search did discover a clini-
cal decision analysis,2 and in the first
article, we showed you how to evaluate
its validity. In this article, we will show
you how to interpret the results and
generalizability of a clinical decision
analysis (Table).
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As shown in the Figure, decision trees
are displayed graphically, oriented from
left to right, with the decision to be ana-

lyzed on the left, the compared strate-
gies in the center, and the clinical out-
comes on the right. The square box,
termed a "decision node," represents the
decision to be made, and the lines ema¬

nating from this decision node repre¬
sent the clinical strategies being com¬

pared. Circles, or "chance nodes," rep¬
resent chance events and outcome states
are shown as triangles on the far right.
Numbers beside the strategies (if they
were present) would be "probabilities,"
or the likelihood of events, while the
numbers by the outcome states would
be "utilities," or the value of these
events.3,4

In the Baseline Analysis, Does
One Strategy Result in a Clinically
Important Gain for Patients?
If Not, Is the Result a Toss-up?

For a clinical decision analysis that
compares two clinical strategies, there
are three possible results: the first strat¬
egy is better than the second, the second
strategy is better than the first, or both
strategies are equally good (or equally
bad), a result known as a "toss-up" or a
"close call."5 For instance, in an analysis
of the management of solitary pulmo¬
nary nodules, the analysts found the
choice of strategies to be a close call in
terms of expected gains in life expect-

ancy.6 The larger the number of strate¬
gies compared in an analysis, the larger
the number of possible results, but al¬
ways with the same idea: any one strat¬
egy can "win" or two or more strategies
could "tie." The terms "baseline" or "base
case" refer to the set ofnumbers for prob¬
ability that the analyst believes are clos¬
est to the actual state of affairs.

One chooses between strategies in a
decision tree by comparing the overall
benefits expected from pursuing each
strategy, termed its "expected utility,"
and then selecting the strategy with the
highest value of expected utility. Some
controversy remains as to when excep¬
tions to this rule are legitimate or de¬
sirable.7 To calculate expected utility,
one starts at the rightmost branches of
the tree, multiplies the probability for
each by its utility, and sums these prod¬
ucts for each chance node. One repeats
this calculation moving leftward, a pro¬
cess known as "folding back," until one
has calculated the expected utility value
for each strategy.

For example, consider the topmost
chance node in the Figure, with its two
branches. Imagine that the "no-embolism"
and "embolism" branches have probabili¬
ties of0.95 and 0.05 and utilities of 1.0 and
.9, respectively. The expected utility for
this chance node would be the sum of the
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Are the results valid?

Were all important strategies and outcomes
included?

Was an explicit and sensible process used to
identify, select, and combine the
evidence into probabilities?

Were the utilities obtained in an explicit and
sensible way from credible sources?

Was the potential Impact of any uncertainty in the
evidence determined?

What are the results?
In the baseline analysis, does one strategy result

in a clinically important gain
for patients?
If not, is the result a toss-up?

How strong is the evidence used In the analysis?
Could the uncertainty in the evidence change the

result?
Will the results help me in caring for my

patients?
Do the probability estimates fit my patients' clinical

features?
Do the utilities reflect how my patients would value

the outcomes of the decision?

product of each of the probabilities times
the utilities, in this case (0.95 X 1.0) +
(0.05 X 0.9), which equals 0.995.

The decision analyst chooses the scale
on which these expected utilities are
measured to fit the clinical problem. For
instance, in an analysis ofstrategies that
could reduce death, the analyst might
choose to measure utility as the number
of lives saved or the average gain in
remaining life expectancy, both mea¬
sures of the quantity of life. Other util¬
ity scales can be used to report on the
quality of life. Both quantity and quality
can be combined into a single measure,
such as quality-adjusted life years8 or

healthy-years equivalence.9 For in¬
stance, suppose one strategy in a deci¬
sion analysis yielded an average remain¬
ing life expectancy of 5 years, but that
all five years were lived in a state of
health rated by patients to have a utility
value of 0.8. The quality-adjusted life
expectancy would be 5 X 0.8 or 4 years.

Now that you understand where the
results of the decision analysis come

from, you must decide if any difference
between strategies is clinically impor¬
tant. In making this judgment, consider
that the differences presented will be
average differences rather than differ¬
ences that you can expect for every pa¬
tient. Some patients will gain consider¬
ably more, while others will gain con¬

siderably less. This is no different than
interpreting average differences be¬
tween groups in randomized trials. You
may not, however, be familiar with dif¬
ferences in life expectancy, the output
ofmany decision analyses. Keep in mind
that a gain in life expectancy does not
occur just at the end of a person's life—
it may occur at the beginning or be
spread over the course of time.10

How large must a gain in remaining
life expectancy be to be important? Prob¬
ably smaller than you might think, al-

though the answer to this question de¬
pends on judgments about several vari¬
ables, and this controversial area has
not yet been fully addressed by empiri¬
cal research. In some recent studies, de¬
cision analysts have "translated" the re¬
sults of clinical trials into life expect¬
ancy gains, for various widely accepted
clinical interventions.10,11 These studies
suggest that a gain in life expectancy or

quality-adjusted life expectancy of 2 or
more months ought to be considered an

important gain, while a gain of a few
days would represent a toss-up.

In the anticoagulation for dilated car-

diomyopathy example, the decision
analysis finds warfarin to be the pre¬
ferred strategy for all patients 35 to 75
years ofage. The average gain in quality-
adjusted life expectancy for 55-year-old
patients (similar to your 51-year-old pa¬
tient) is 115 days, or almost 3 months.
From the above, you can see that this
gain in life expectancy is probably im¬
portant. Since the analysts explicitly con¬
sidered both the reduction ofemboli and
the risk ofbleeding, this 3-month gain in
life expectancy represents the net clini¬
cal benefit you could expect from rec¬

ommending anticoagulation to your pa¬
tient.

How Strong Is the Evidence
Used in the Analysis?

The probabilities used in clinical de¬
cision analyses are estimates, taken
mostly from the published literature,
and while they may represent the best
available evidence, they are nonethe¬
less subject to potential error. The best
defense against such error is for the
analysts to base probability estimates
on studies of high methodological qual¬
ity, after a thorough and unbiased search
for all relevant studies. The analysts
should explain how they judged the qual¬
ity of these primary studies. One way to
do this would be to judge study quality
by applying criteria akin to those in the
other articles in this series, whether for
primary studies of therapy,12,13 diagno¬
sis,14,15 harm,16 prognosis,17 or for inte¬
grative studies, such as overviews.18

As with other integrative studies, the
overall strength of the result of a clini¬
cal decision analysis depends on the
strength of inference possible from the
primary studies. Ideally, every probabil¬
ity estimate at every node in the tree is
supported by precise estimates from pri¬
mary and integrative studies of high
methodological quality, but such ideal¬
ized analyses are rare. Good decision
analyses can still be performed with
some imprecise or ambiguous data, as

long as most of the data are of good
quality and the analysts explain any limi¬
tations and plan their sensitivity analy-

ses accordingly. The fewer the prob¬
abilities that can be precisely estimated
from high quality primary studies, ie,
the weaker the evidence used in the
analysis, the weaker the overall infer¬
ence one can make from the results.

In the anticoagulation example, the
authors describe vigorous efforts to ob¬
tain the correct values for probabilities
from the published literature and from
experts. They highlight the limited
methodological quality of the primary
literature and acknowledge the weak¬
ened inference. In particular, there are
no randomized trials to tell you whether
patients with cardiomyopathy will live
longer or have fewer morbid events if
given anticoagulants.
Could the Uncertainty in the
Evidence Change the Result?

For any clinical variable such as the
probability ofbleeding, or the value that
patients place on avoiding a stroke, the
decision analyst can calculate the value,
or "threshold," above which the results
favor one strategy, and below which the
results favor another strategy. For mul-
tiway sensitivity analyses, the analyst
can show two-dimensional graphs of the
variables, with the thresholds displayed
as a line (two-way analyses) or a series
of lines (three-way analyses) separating
zones of strategy preference. While this
may be daunting at first, these tables
and graphs provide the most clinically
useful information from a decision analy¬
sis.

If the result of the analysis (one strat¬
egy is preferred or a toss-up is found)
would change by choosing different val¬
ues for one of the variables, the result is
said to be "sensitive" to that variable.
On the other hand, if changing the vari¬
able throughout its plausible range of
values doesn't change the result, the
analysis result is said to be "robust" to
the sensitivity analysis. As you might
guess, the more robust the result is, the
more confident you can be that the rec¬
ommended strategy should indeed be
preferred. If the result was a toss-up
and that indifference proves robust to
sensitivity analyses, you can be confi¬
dent that the strategies are equivalent.

The analysts of the anticoagulation
example found the preference for the
warfarin strategy to be robust to the
sensitivity analyses they completed, with
two exceptions (we will return to one of
these, the bleeding risk for patients tak¬
ing warfarin).

For the other exception, the analysts
assumed in the base case that patients'
quality of life was not impaired by the
inconvenience and anxiety associated
with taking warfarin (ie, a utility value
of 1.0 on a 0 to 1.0 scale). When testing
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Structure of a decision tree. Square indicates decision node; circles, chance nodes; triangles, outcome
nodes; and lines, strategy pathways. Numbers (when present) by lines indicate probabilities, and by
triangles, utilities.

this assumption, by adjusting downward
the utility rating for quality of life while
taking warfarin, the analysts discovered
that the choice of strategies would
change substantially. For 55-year-old pa¬
tients, the threshold utility value was
0.92. In other words, if patients rated
their quality of remaining life while tak¬
ing warfarin as 0.93 or greater, then
anticoagulation would be preferred. For
a utility rating of exactly 0.92, the two
strategies would be equally preferred,
while for utility ratings below 0.92, no

anticoagulation would be preferred.
To put this result in perspective, re¬

call that utility represents the value to
the patient of remaining expected life,
and that a rating of 0.92 is 8% less than
normal. In other words, a utility thresh¬
old of 0.92 means that your patient feels
he would be willing to sacrifice 8% ofhis
remaining life to avoid taking warfarin.
On a time scale, this means that a year
taking warfarin would have to be worth
only approximately 11 months of life not
taking warfarin, in order for him to
choose not to take it.

WILL THE RESULTS HELP ME
IN CARING FOR MY PATIENTS?
Do the Probability Estimates Fit
My Patients' Clinical Features?

This first issue ofapplicability concerns
whether the clinical characteristics ofpa¬
tients forwhom the analysis was intended
are similar to your patients. For a deci¬
sion analysis built for an individual pa¬
tient, look for the description ofthat pa¬
tient's condition; if the patient is well
described, you should be readily able to
judge how closely your patient resembles
her or him. An article reporting a deci¬
sion analysis built for a group ofpatients
should have an analogous portion of the
text, detailing the clinical characteristics
of patients to whom the results of the
analysis are to be applied. You should
satisfy yourself that your patient would
be included in this group.

You could be confident that the prob-

abilities fit your patients if the estimates
were taken from one or more rigorous
clinical studies in which patient samples
included patients similar to yours. If the
authors don't describe the samples, you
could track down the references and re¬
view the inclusion and exclusion criteria
to see whether your patient would fit.

If the analysis was intended for pa¬
tients different from yours, review the
results of the sensitivity analyses. The
clinical variables used for these analy¬
ses should be detailed enough for you to
locate where your patient would fit, and
thus what net benefit your patient might
expect from the clinical strategies. If
you still can't tell, ask yourself whether
the clinical characteristics of the in¬
tended patients are so different from
yours that you should discard the re¬
sults. Ifnot, you can proceed, with some

caution, to use them.
In the anticoagulation example, most

of the probabilities fit your dilated car¬
diomyopathy patient, including the rates
of systemic and pulmonary emboli and
the estimated mortality. The baseline
average annual risk ofmajor hemorrhage
on warfarin was estimated to be 4.5%. If
you worried that your patient's risk of
bleeding while taking warfarin could be
higher than average, you should exam¬
ine the sensitivity analyses for this vari¬
able. These sensitivity analyses show
that anticoagulation with warfarin re¬
mains the preferred strategy until the
annual bleeding risk reaches 15%, more
than triple the baseline estimate. Above
this value, no anticoagulation became
the preferred strategy.

When a clinical decision analysis shows
that the preferred strategy is sensitive
to a given variable, you will need to
gauge where your patient fits on the
scale of that variable. Thus, when de¬
ciding how to use the results of the an-

ticoagulation decision analysis for your
particular patient, you will need to es¬
timate his annual risk of bleeding while
undergoing warfarin therapy. While a
full discussion of estimating the bleed-

ing risk is beyond the scope of this ar¬

ticle, we offer a few suggestions.
First, look in the text for the authors'

description of their systematic review
of the literature. Ideally, they will have
found one or more original articles or

systematic reviews ofhigh methodologi¬
cal quality from which they obtained
their baseline estimate, and from which
you could obtain an individualized esti¬
mate foryourpatient. Alternatively, you
could do your own search for this infor¬
mation, using the tactics introduced in
the first article in this series.19

If you did so you would find a sys¬
tematic review of this topic,20 wherein
the authors cite the average annual fre¬
quencies of fatal and major hemorrhage
in patients taking warfarin as 0.6% and
3.0%, respectively. You might also find
a study of warfarin use in atrial fibril¬
lation,21 wherein the incidence of major
or fatal bleeding was 2.5%. If these num¬
bers are close to the truth, then by using
somewhat higher figures in the antico¬
agulation decision analysis, the analysts
would have overestimated the risk of
harm and might have obscured a net
benefit. Despite this, the warfarin strat¬
egy still resulted in a clinically impor¬
tant expected gain in life expectancy,
suggesting that the true net benefit
might be somewhat larger than reported.
Note also that these published estimates
are substantially lower than the 15%
threshold value for annual bleeding risk,
above which the no-warfarin strategy
would be preferred.

Your search would also turn up a ret¬
rospective analysis ofthromboembolism
rates in two randomized trials of other
treatments (not anticoagulants) for heart
failure.22 During the approximately 2.5
years average follow-up, the trials
showed thromboembolic events occurred
in 4.7% and 5.2% ofpatients. After trans¬
formation to comparable event rates,
these results may be a little over half of
the values used in the anticoagulation
decision analysis. By using somewhat
higher estimates, the analysts could have
overestimated the benefit of warfarin.

Do the Utilities Reflect How
My Patients Would Value
the Outcomes of the Decision?

Since the utility ratings for the value
of outcomes has a strong influence on
the choice of strategies, you must con¬
sider whether your patient's values are
similar to those used in the decision
analysis. In a decision analysis built for
an individual patient, the utilities are

usually measured directly from that pa¬
tient, so while those values should be
quite believable for that patient, they
may not necessarily fit your patient. Al¬
ternatively, utilities measured from a
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large group of patients or members of
the general public would probably in¬
clude a set of values similar to those of
your patient, but the range of values
might be so broad that you are left un¬
certain as to which values to use. If you
encounter such difficulties, you should
examine the one-way and multiway sen¬

sitivity analyses that use a wide range
of utility estimates to see how your pa¬
tient's values will affect the final deci¬
sion.

If you were to ask your patient to rate
the outcome states using the rating in¬
strument in the article, you would know
exactly what utility values to use. How¬
ever, most clinicians won't have the time
or inclination to do this. Fortunately, you
can still make some judgment about this
question by asking your patient about
values in nonquantitative terms. For in¬
stance, one patient may be extremely
averse to regular monitoring, while an-

other may not mind. Disabling stroke
might devastate one patient, whereas an¬
other might be more resilient.

As mentioned above in the anticoagu¬
lation example, the utility rating for life
while taking warfarin had a substantial
influence on the preference of strate¬
gies. The authors highlight the impor¬
tance of this variable and urge that in¬
vestigators examine patients' reactions
to taking warfarin and undergoing
monitoring, so that subsequent recom¬
mendations about anticoagulation
can be better informed.

RESOLUTION OF THE SCENARIO
Without a randomized trial of antico¬

agulation in patients with dilated cardi-
omyopathy in sinus rhythm, your overall
confidence in a decision to anticoagulate
your patient will be limited. In the ab¬
sence of trial data, experts have recom¬
mended that the decision to use warfarin

in this setting be made on an individual
basis.23-25 How are you to individualize
the treatment decision for your middle-
aged man with dilated cardiomyopathy?
The anticoagulation decision analysis sug¬
gests that if he has a low or moderate
bleeding risk and a ready acceptance of
anticoagulation monitoring, he is likely
to be better off taking warfarin. Thus,
the decision analysis identifies the few
clinical variables on which the decision
depends, and estimates the size and like¬
lihood of net clinical benefit you could
expect from the alternative courses of
action. While the better therapy may still
be unproved, you should now be much
more informed about the choice and bet¬
ter prepared to decide with the patient
what is to be done.

Dr Detsky is supported in part by a National
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Welfare Canada.
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